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We present one effective multicanonical molecular dynarti¢€MD) algorithm accelerating the conver-
gence of rough energy landscapes simulations via an adaptive force-biased iteration scheme. Our method
utilizes several short MCMD simulations with dynamically updated weights and combines them to estimate the
density of states via multiple histogram technique. The key step of our algorithm is the adaptive refinement for
the derivative of multicanonical weight, which allows the system to enlarge the sampling energy range main-
taining the statistical accuracy. The performance of our method has been validated for atomic Lennard-Jones
clusters.

DOI: 10.1103/PhysRevE.70.057103 PACS nun)er05.70—a, 02.50-r, 64.60—i

Recently, multicanonical samplindMUCA) has become has been validated for atomic Lennard-Jo(lel clusters.
one of the primary tools to study equilibrium properties of Let us begin by briefly reviewing the conventional
diverse complex systems, exhibiting a quasiergodic behavianlCMD, in which multicanonical potentiak(E) is iteratively
[1]. Since configurational spaces of complex systems are eftetermined using
fectively partitioned into basin attractions surrounded by
high energy barriers, conventional simulations employing the 1
Bgltzman?lyweight often fail to sample thermally gccyesgible a“Y(E) = o(E) + ﬂ_ In PX(E), ()
phase space due to a trapping in one of local minima. To 0
circumvent this quasiergodicity, MUCA uses a non-wherePXE) is the probability density functiotPDF) at kth
Boltzmann weight, which is iteratively modified to allow the jteration andg, is an arbitrarily chosen reference tempera-
system to visit high energy barrier regions more frequentlyture [3]. As the iteration proceedsE) approached,S(E),

[2]. Combined with Monte Carl@MC) or molecular dynam-  S(E) being the microcanonical entropy & In Q(E). The
ics (MD) algorithm, MUCA has been proved to be very ef- mjticanonical ensemble associated with the weighE)
;eCt!Ve for studies of phase transitions of lattice SAR¥aNd  _ —4oa®) js sampled by the constant temperature MBat
olding problems of small peptideg3]. One limitation of : oo K K
M . . . with the energy-dependent force scaling @s v“(E)f;, v
MUCA is its unknown weight dependence. Since the weight_ "
is inversely proportional to the density of states, i®(E), f_‘?Ea (Ef)' kll-lere,pi_ ?n.df‘ cor:resp_or)d tlo the m.o:nentum and
the determination of weight becomes very difficult for largerzgcpee(?tivtelyf[s?artlc e on the original potential energg,
size systems having a huge dynamic rang€)(E). There- : - .
fore, many theoretical effort§4—7] have been devoted to One drawback of the potential-biased MCMD using Eqg.

o . (1) is that the simulation requires human interventions in the
accelerate the convergence for the determination of weight i , .
MUCA. iteration to represen&(E) as a smooth function. However,

: . . the smoothing process is actually redundant since the trajec-
In this Brief Report, we developed one effective methodtory of the particle is not determined by(E), but #(E).

to accelerate the convergence of multicanonical Iv”:)Based on this, we developed the force-biased multicanonical
MCMD) by combining an adaptive force-biased iteration ' X )
( ) by 9 b MD (FB-MCMD) employing

with an umbrella sampling scheme. In contrast to conven-
tional MCMD associated with a long production run with K+l E) — K
predetermined weight, we performed several short MCMD VB = AE) + FE), @
simulations with dynamically updated weights, and thenwhere B, FX(E)=dg In PXE). The derivation of Eq.(2) is
combines them to estimate the density of states through muktraightforward denoting that it is obtained by differentiating
tiple histogram techniqug8]. The critical feature of our poth sides of Eq(1), but the exact physical meaning of the
method is the adaptive refinement for the derivative of mulforce-biased iteration can be appreciated in the stochastic
ticanonical weight, which enables a considerable enhancgormulation of MUCA[5]. According to our analysi§5,9],
ment for the rate of convergence maintaining the statisticajhe iteration procedures in E(R) are equivalent to the dy-
accuracy of the simulation. The effectiveness of our methoq“]amicm processes approaching a free Brownian motion via
the cancellation of the deterministic force in corresponding
Langecvin equation, and the uniform sampling weight
*Corresponding author. Email address: jaegil@bu.edu vs(E)=To/ Ts(E), TS(E)=[dS(E)/JE]™L, can be estimated by
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FIG. 1. Energy trajectoryblack and bond length fluctuation FIG. 2. Effective temperatuFéK(E) as a function of the iteration

(gray) for (a) FB-MCMD, (b) AdFB1, and(c) AdFB2 for LJ19.
Arrows in all figures represent the weight updates. Further updatefé)r (&) FB-MCMD, (b) AdFB1, and(c) AdFB2 for LJ19.(d) Con-

in (b) are not represented beyond 10th iteration. vergent effective temperatures ©f in FB-MCMD, Tq4 in AdFB1,

o _ o andT,(E) AdFB2.
inverting the functional relationship between the average en-

ergy U(T) and the temperature ag=U"(E).
In FB-MCMD, the system moves away from previous
sampled regions by the force biasidgf(E) and wanders

For systems having a small degrees of freedom, FB-
MCMD works very well through the automatic determina-

another unexplored regions via the canonical samplings at°" of the weight. However, the convergence has not been
both energy epnd@]. Sigce the sampling range is ex?engled'mprove_OI co_mpared to the potentl_al biased MCMD due to
as a function of the iteration, the number of sampling in eact{’® Multiple increment of the sampling dgtaNi?:kNl, that
iteration step has been also increased to maintain the stati§ intractable for complex systems having a large dynamic
tical accuracy adlf®=kN,, N, being the number of sampling fange. To accelerate the convergence of the simulation, here
in the first iteration. The typical feature of FB-MCMD has We modified FB-MCMD in various aspects. First, we use the
been demonstrated in the simulation of 19-atoms LJ clusteRdjusted number of sampling &°=N;S./S; (k>1), S
(LI19 of E=4e={ [(a/rj)**~(a/ry)®] with 0=3.4 A and =EK-Ef being the sampled energy range ki iteration.
€=0.2472 kcal/mol corresponding to Ar atom. The LJ clus-Both Ef and Ef are updated every iteration step using
ter has been widely used to test many sampling algorithmglin[Ef, E{™"] and makE§, E5™], respectivelyE; andEj be-

due to its topographical feature of rough energy landscapegg the lowest and highest energies samplekthatiteration.
[10-13. The simulation has been done using the programNotice thatNg® is monotonically increasing as a function of
PRESTOX [13] with 10 fs time step, 0.1 kcal/mol bin size, the iteration, but much smaller thad® sinceS;=S,_,. For
andN;=2x 10° MD steps afT,=0.4%. To prevent a cluster example,N29/N"E~0.5 in Fig. 2a). However, FB-MCMD
evaporation, a repulsive spherical walll(r)=ky(r—R.)?> has  with an adjustabld,\l’k*d has one problem that the force scaling
been imposed on=R.=1.75 with k,=50 kcal/mol. As ob-  function might be exposed to a statistical noise due to a poor
served in Fig. (a), the simulation shows a typical random sampling statistics oPXE). To solve this problem, we de-
walk in energy space and extends the sampling range to \eeloped an adaptive iteration scheme for the force scaling
low energy region with the updates of the weight indicatedfunction as
by arrows alongx axis. The effective temperaturg(E)

=1/7%(E) in Fig. 2a) converges to the valid one at 7th itera-

tion, allowing the system to swap an entire energy spac@here
several times without further refinements for the weight. The
conformational state of LJ cluster has been checked by cal- 2'_‘_1 f,(E)y;(E)

culating the bond length fluctuation §=[2/N(N v—"r(E) = "k—
~DI=N Ay /() where Ary=(r2)=(r;)?, (...) being the > f(E)

time average over QVID steps[14]. The average mobility

of atoms indicated by in Fig. 1(a) is very small in a solid-  f;(E)=NW;(E)/Z;, and B,74(E) =4 In P§(E), P§(E) being
like phase of low energy region and large in a liquidlike the total PDF defined as!_,N"“P;(E). The relative partition
phase above the melting point identified by a plateau in Figfunction Z; is self-consistently determined asZ
2(a). =3ew(E)QXE), QOXE) being the approximate density of

MUE) = 4(E) + FXE), (3
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states determined from multiple histogram analysis for simu- ~ -50

lations with weightsw;(E) and resulting PDFsP|(E) as <) ‘,r"'a: 20
SIONAIPI(E) /S, f(E). Notice that differentiating both s AdFBI —de- f“\ ,,,,,,
sides of the logarithm of2X(E) and identifying Bo**Y(E) & i AAEB2 -0 s &
=dIn QXE)/JE gives Eq.(3). The adaptive force-biased it- % ) %
eration in Eq.(3) has two contributions of the weighted av- § 0 [~ g~ =
eragev$(E) of all previous force scaling functiong(E) and E\,, 410 ‘g
the mean forceF%(E) derived from the total PDF. Since all & 65 r.,r"' ot S
previous simulations are adaptively combined to estimate "~
next weight, the iteration becomes very robust and the sta (a“,r"
tistical uncertainty by a poor statistics BKE) can be sig- 70 L
nificantly reduced. ol 02 0.3 04

Our next modification is to combine the adjusted FB- Temperature T/T,

MCMD (AdFB-MCMD) with an umbrella sampling scheme.

Contrary to conventional MCMD associated with a long pro- FIG. 3. Average energy(T) and specific hea€,(T) for FB-

duction run with predetermined weight, here we performedMCMD, AdFB1, and AdFB2.

several short MCMD simulations with dynamically updated

weight;(E) and then combined them to estimate the density

of states()(E) via multiple histogram technique. The neces- 1(b) and Xc) are more frequent due to an optimal adjustment

sary condition for the success of this approach is that thef Nﬁd compared to FB-MCMD. The effective temperature

number of sampling\;¢ is relatively long enough for the for AdFB1 in Fig. 2b) shows some fluctuations at low en-

system to sample the ensemigE), and the perturbation ergy ends in early iterations, but rapidly converges to the

due to the update of the weight should be negligible. Thevaild one at 9th iteration. On the other hand, the statistical

former condition is realized by choosing an appropriate largeincertainty of AdFB2 with a largl, is noticeably reduced

N; and the latter one is also effectively achieved since theénd the weight reaches the convergent one at 7th iteration.

Wr:?ight rap'idhlyfcor;]verg'es to the l_Jrrr\:qU% 0”}? gnd_dofs_nOAll convergent weights ofTg(E) in AdFB1 at 1.4 ns and

change with further iterations. e detailed simulationz : : =

scheme is outlined as followg) Perform MCMD atB, with T7(E|;"|:/|Acd|\/l|:§2 ?t43'20 ns are_lns_go%d a:jgreeme:]t ;/UT;(Et)h
LE)=1. (il) By calculatingX(E) and F(E) from the en- = V2 & #.2 NS as In 9. (@), demonstrating the

v . T T _ _ acceleration of the convergence of AdFB-MCMD. The accu-

ergy histogram, update the force scaling function using 5. of simulations has been checked by comparing thermo-

Eq.(3) for EX<E<E, dynamic quantitie; iq Eig. 3 The differences in th_e' average
" energy U(T) are indistinguishable and the specific heats
VHE) = 1 for E < EX C,(T) also show a good agreement except for low tempera-
TEIEN + €E - BN ’ ture region, in which the sampling statistics of FB-MCMD is
4) bad.

Next, we examined our method for LJ31 having a more
where §=ﬁ'k+1(Eﬁ) _ﬁ-k+1(E:<)]/[2(EE_E:<)]_ In Eq. (4), we cqm_plicated topography_ associate_zd with_ low lying multiple
used the linear extrapolation having the slapfer the esti-  Minima[11,12. Conventional multicanonical MC shows an
. . 1 for E<EX Notice anomalous behavior in thermodynamic properties such as an

mation of the effective temperatu or E extra peak or bump in the specific heat at low temperature
that T“*=1/,%*? is well defined for the sampled region of region belowT~0.17 [12]. The simulation has been done
Ef'<E<EF. (iii ) Repeat step§i) to obtain a flat energy dis- for 18 ns using\,=2x 10° MD steps andr,=0.45 with the
tribution. (iv) CalculateQ)(E) by joining all simulation re-  bin size of 0.1 kcal/mol an&,=2.20 (LJ31-l). As expected,
sults of o' =[/(x)dx and P! using multiple histogram tech- the energy trajectory in Fig.(d) shows a characteristic ran-
nigue. The canonical PDF and the ensemble average of ardom walk including the phase transition region and the
observableO are obtained a®y(E,T)=/dEQ(E)e ™ and  neighborhood of the global minimum of —133.58. The lowest
(O)r=JdEPR,(E,T)O(E), respectively. sampled energy is identified as —133.12 and the weight con-

The validity of AdFB-MCMD has been first examined by verges to the valid one at 10th iteration corresponding to
monitoring N, dependence for LJ19. Actuallil; should be 3.2 ns in Fig. 4b). Both thermodynamic properties &f(T)
chosen not to be small since the success of AdFB-MCMDand C,(T) in Fig. 5 show a well defined smooth behavior
relies on the fidelity of the sampling statistics in each itera-without any anomaly of a peak or bump at low temperature
tion step. We compared two simulations Nf=10° MD region. However, the specific heat displays an oscillation for
steps(AdFB1) and 3x10° MD steps (AdFB2) with FB-  a very low temperature region below 0.05 due to a poor
MCMD result. The energy samplings in Figgbiand Xc) sampling statistics, in which another narrow phase change
show the same characteristic of FB-MCMD with subsequengaissociated with the coexistence of multiple minima has been
enlargements of the sampling ranges to an unexplored lowredicted around ~ 0.03 by the entropic tempering and har-
energy region via automatic determinations of weights. Howsmonic superposition approximation methdd®]. To exam-
ever, the updates of the weight indicated by arrows in Figsine this, another AdFB-MCMD simulatiorfLJ31-Il) has
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2 o for this narrow temperature region, both simulations of
3 ) LJ31-l1 and LJ31-Il give the same thermodynamics.
S . .
= In summary, we developed the adaptive force-biased mul-
-130 120 110 -100 ticanonical molecular dynamics algorithm, which enables a

considerable enhancement for the rate of convergence of

) ) i rough energy landscape simulations by combining the adap-
FIG. 4. (a) Energy trajectorysolid) and bond length fluctuation e refinement for the weight with multiple histogram tech-

d (dashegl and(b) effective temperatur@(E) for LI31-I. nique. We expect that AFB-MCMD can be also applied to

other complex systems such as spin glasses or protein fold-

ing problem.

Energy (units of €)

been performed for 15 ns with bin size of 0.05 kcal/maol,
focusing on low temperature region of 0 QT <0.2. As ob-
served in Flg 5, we found a small peak in the Specific heat We acknow|edge that this work was Supported by NEDO

aroundT~0.035 consistent to previous stu@¥2]. Except and METI.
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